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Abstract

When developing an accurate model of the development of glioblastomas
multiforme, it is important to account not only for the invasion and diffusion
of tumor cells into healthy tissue but also the resulting mass effect and brain
tissue deformation. This motivates the model presented here, which imple-
ments the finite element method to solve a boundary value problem defined
through classical continuum mechanics. Intended to improve existing models
of tumor invasion, this model predicts the mass-effect of an invading tumor in
heterogeneous brain tissue. Several parameters, taken from existing literature,
dictate the behavior of differing types of brain matter. The model operates on a
two-dimensional (2D) domain and outputs the displacement of brain tissue as a
result of the pressure surrounding and within the tumor (peri-tumor pressure).
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1 Introduction

Glioblastomas Multiforme (GBMs) are aggressive, grade-4 primary brain tumors char-

acterized by an extremely low survival rate. In fact, the median survival time of

patients diagnosed with this condition is between 8 and 15 months [16]. The aggres-

sive expansion of these tumor cells, coupled with widespread infiltration into healthy

brain tissue and acutely poor vasculature, makes treatment of GBMs a delay tactic

at best.

Due to the overexpression of vascular growth factors in GBMs, the vasculature of a

GBM is unstructured and very permeable. This, in addition to the violent expansion

of GBMs, causes massive inflammation and excessive fluid leakage, or edema. This

swelling and surrounding pressure causes catastrophic and often fatal damage to

neighboring brain tissue, the so-called mass-effect. It is therefore important to take

this mass-effect into account when studying and predicting tumor development.

Current models of brain tumor development (e.g. [7, 15]), although accurate pre-

dictors of brain tumor development and cancer spread, largely use a geometrically

static domain and therefore cannot account for the deformation of brain tissue that

results from peri-tumor edema. Because the skull does not expand to accommodate a

growing tumor, the mass-effect is a leading cause of morbidity from gliomas. There-

fore, it is natural to consider the structural dynamics of a developing tumor. This

model introduces a method to implement a model of tumor growth on a deformable

domain. The model describes the dynamics in a representative 2-dimensional cross-

section, as might be seen in a slice of a magnetic resonance image (MRI). Essentially,
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this project combines two separate models: one for tissue displacement and another

for tumor growth. For a summary of the model results and a discussion on possible

improvements, see Sections 4 and 5.

2 The Tumor Model

The first part of the model describes the growth dynamics of tumor cells. Because

the spatial- and timescale must be large in order to model the effects of a tumor on

the entire brain, only the essential characteristics of gliomas are considered. The as-

sumptions and methods of model development and parameter selection are discussed

below.

Biological Motivation. We begin by considering an (infinitesimally) small area

of brain tissue ∆Ω with sides dx and dy, as shown in Figure 1.

Growth

��

oo
Migration

//

�� Phen. Change

Figure 1: Two-dimensional tumor development diagram

The model presented here considers two classes of tumor cells, growing and mi-
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grating, differentiated by their patterns of behavior (phenotype). Since we partition

the tumor cells by phenotype, we include phenotype changes in the conservation equa-

tions as well. As explained in Section 2, this model only considers two phenotype

classes, although many different patterns of behavior may exist in actuality. Here

we use only these two characteristics to formulate the two-dimensional conservation

equation.

∂u

∂t
= Du(x)∇2u︸ ︷︷ ︸

diffusion

+ ρu

(
1− u+ v

κ

)
︸ ︷︷ ︸

logistic growth

− βv︸︷︷︸
class switch

(1)

∂u

∂n
= u = 0 on ∂Ω (2)

∂v

∂t
= Dv(x)∇2v︸ ︷︷ ︸

diffusion

+ βv︸︷︷︸
class switch

(3)

∂v

∂n
= v = 0 on ∂Ω (4)

Variables: u(x, t) = Proliferating glioma cells
v(x, t) = Migrating glioma cells

Table 1: Equations for Tumor Development

The ‘Go or Grow Hypothesis’ of glioma development, under which our model

operates, states that proliferation and migration are mutually exclusive in tumor

cells. According to this hypothesis, tumor cells are characterized by one of these two

phenotypes.

This hypothesis is not universally accepted, and several studies have produced

evidence against it (see [5]). Arguments against the Go or Grow Hypothesis primarily
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show that it can lead to unreliable results at the micro level. However, mathematical

models of tumor development based on the Go or Grow hypothesis (e.g. [7, 19]) have

achieved numerically accurate results, and it is believed to be an accurate predictor

of glioma behavior at the macro level. For a concise history, as well as a summary of

recent biological research relating to migration and proliferation in gliomas, see [1].

In this model, we treat migrating and proliferating tumor cells as completely distinct,

and they are modeled as different variables.

Growth. Equation (1) describes the dynamics of the variable u, which gives

the number of proliferating tumor cells throughout the domain. Although these cells

are assumed not actively to migrate throughout the brain, we include an undirected

diffusion term to represent random motion. Therefore, the coefficient of diffusion

Du is very low. However, Du varies according to tissue type to account for the fact

that some brain tissue is more permeable than other tissue types (e.g. white vs.

gray matter). Since tumor cells reproduce exponentially until they reach carrying

capacity, Equation (1) also contains a logistic growth term with carrying capacity

κ and growth rate ρ. These parameters are assumed not to vary throughout the

domain and are gathered from existing literature (see Appendix A). The final term

in this equation describes the loss of cells due to phenotype change. Note that this

is an approximation, since the assumption of a constant class switch is known to be

inaccurate; see Section 5 for further discussion.

Diffusion and Invasion. Equation (3) describes the dynamics of the variable

v, which gives the number of migrating cells throughout the domain. The behavior

of these cells is modeled with an diffusion term with spatially varying coefficient of
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diffusion Dv. Because invasion and diffusion is so much more aggressive in migrating

cells (see Appendix A), we set Dv much greater than Du. Both Du and Dv are very

small in regions corresponding to cerebrospinal fluid (CSF), reflecting the very small

diffusion of tumor in this region. The second term in this equation represents the net

gain due to phenotype switch from proliferating cells.

Boundary Conditions. Equations (2) and (4) represent the mixed Dirichlet and

Neumann boundary conditions of the skull. We assume that the skull is completely

impermeable, so that no tumor cells can migrate through it. In addition, we assume

that it is impossible for tumor cells to grow within the skull, so the tumor density is

fixed at zero there. We also assume that such a boundary completely surrounds the

brain, which is an assumption that may be relaxed in the future (i.e., allowing glioma

cells to migrate out through the bloodstream or the spinal column).

Continuum Assumption. Since this is a macro-scale model, we model the brain

as a continuum. To reflect physical reality, the domain is segmented into several

tissue types, namely white and gray matter, CSF, the falx cerebri, and the skull.

The permeability of each tissue type and other parameters are taken from existing

literature and are varied throughout the domain (see Appendix A).

Our domain was adapted from those made available through the BrainWeb Database

[4]. The high level of detail available from this database made possible a spatially

accurate model of brain geometry, which is especially important when developing a

physical model of tumor mass-effect.
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2.1 The Mass-Effect Model

To model the mass-effect that occurs as a tumor develops, we also define a biomechan-

ical elasticity problem that dictates how the domain will shift with tumor growth.

Unlike the model for the growth of tumor cells, this system is not time-dependent,

although the boundary conditions change as the tumor grows. Instead, we assume

that tumor mass-effect can be modeled as a quasi steady-state. Due to the relatively

slow growth of a tumor (characteristic timescale ∼ 1 day) we do not expect a relax-

ation of this assumption to produce better results. Essentially, this problem reduces

to calculating the strain ε experienced by the tissue in response to the stress σ due

to peri-tumor edema.

Physical Motivation. We start by considering an infinitesimal rectangular area

of tissue ∆Ω, with sides dx and dy. The forces acting upon ∆Ω are the normal stresses

σx and σy, which act perpendicularly to dy and dx, respectively. In addition, there is

a shear stress τxy (τyx) that acts on dx (dy) but in a parallel direction. These stresses

are shown in Figure 2.

In response to these stresses, the tissue experiences movement, known as strain.

Similarly to the stress vectors, the strain has components εx, εy and γxy, γyx known

as the normal strains and shear strains, respectively.

Model Assumptions. The relationship between the stress and strain experi-

enced by a material is known as the constitutive equation, which depends greatly on

the type of tissue being studied. In this simulation, we simplify by assuming that

brain tissue is a linear elastic solid that behaves according to Hooke’s Law. Under
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Figure 2: Two-dimensional stress diagram

this assumption, the constitutive equation is linear and is given explicitly by


σx

σy

τxy

 =
E

1− ν2


1 ν 0

ν 1 0

0 0 1−ν
2



εx

εy

γxy

 . (5)

The parameter E is the Young’s modulus, which gives the stiffness of elastic material,

and ν is the Poisson’s ratio, which governs compressibility. For a full derivation of

these equations, see [9, 11]. The stiffness and compressibility of each tissue type is

varied throughout the domain, depending on tissue type (see Appendix A).

Boundary Conditions. The boundary (skull) is assumed to be immobile. In

addition, we apply a no-slip condition to the brain tissue near the skull, because there

are unseen physiological structures that keep the brain in place.

The mass-effect model is run in between each timestep of the cell-growth model.

The initial force on the brain tissue at each timestep is applied in proportion to the
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density of tumor cells at each location and in the direction of the gradient of this

density. Although this method applies force in the correct direction, it is somewhat

ad-hoc and a better method of force application is in development (see Section 5).

This model does not account for the force on the brain tissue due to gravity. Once

these initial conditions are set, the resulting displacement is calculated numerically.

3 Numerical Solution

The systems defined above are solved numerically using finite element analysis. In

short, we wish to approximate the exact analytical solution with a piecewise linear

function. Integrating then gives us a linear system that can be easily solved on a

computer. In the following sections, we review only the solution of the system that

defines tumor growth and development. The solution of the biomechanical problem

is similar and in many ways simpler, since it is the solution of a linear system, rather

than several systems of partial differential equations. For more detail about the

formulation and solution of the mass-effect model, see [9, 11].

3.1 Variational Formulation

In order to solve the system numerically, we must first find the variational (or weak)

formulation of the system of partial differential equations defined above. For example,

if u is a solution to the equation

∂u

∂t
= Du

(
∂2u

∂x2
+
∂2u

∂y2
+ βu

)
, (6)
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then it follows that

∫
Ω

w
∂u

∂t
dΩ = Du

∫
Ω

(
w
∂2u

∂x2
+ w

∂2u

∂y2
+ βwu

)
(7)

for any function w satisfying the same boundary conditions. This formulation allows

us to integrate by parts. Given the no-flux condition on the boundary (skull), we can

use Green’s Theorem to achieve the following form of Equations (6) and (7):

∫
Ω

w
∂v

∂t
dΩ = Dv

∫
Ω

(
∂w

∂x

∂v

∂x
+
∂w

∂y

∂v

∂y

)
dΩ (8)

+ ρ

∫
Ω

wv

(
1− u+ v

κ

)
dΩ− β

∫
Ω

wu dΩ

∫
Ω

w
∂u

∂t
dΩ = Du

∫
Ω

(
∂w

∂x

∂u

∂x
+
∂w

∂y

∂u

∂y

)
dΩ + β

∫
Ω

wu dΩ. (9)

Now, rather than finding the solution u (or v) for all functions w, we numerically

find a solution u with w ranging only over a finite-dimensional family.1

3.2 Discretization

As stated above, we wish to approximate the solutions u and v with functions ũ and

ṽ that are piecewise linear. This requires dividing the domain into a finite number

of elements. 2 Since there exist efficient algorithms for Delaunay triangulation of the

1For more information on the variational form and the finite element method, see e.g. [11].
2Since ũ is linear on each element, we can clearly see that the accuracy of the approximate solution

grows as the number of elements increases. This must be balanced against the computational power
at hand. In this case, we use a relatively coarse domain (on the order of 104 elements).
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plane, (see, e.g. [18]) and because linear interpolation on three points is so simple, we

use triangular elements for this project. To divide the domain into elements, we first

place nodes at regular intervals throughout the domain. Then, using the program

Triangle [18], these nodes are connected into a mesh of equal sized, non-overlapping

triangles that partition the domain. Note that these elements do not remain equally

sized, since the domain moves as the tumor expands.

The same mesh is used to solve the reaction-diffusion equation as is used to define

the 2D elastic elements in the displacement equation. Although this is different

than most other projects, when an interface is defined between moving surfaces, this

method was used deliberately. Because tumors are so diffuse and invasive, it is literally

impossible to define an interface between healthy and cancerous tissue. Therefore,

some traditional methods of continuum mechanics fail since there is not a well-defined

boundary where motion occurs. This approach raises several problems. Most notably,

the elements where tumor cell density is high expand as the tumor does (due to the

fact that force is being applied outwardly), which significantly lowers the resolution

of the approximate solution. To show convergence of the numerical solution, we must

constantly remesh by adding more triangular elements as those beneath the tumor

grow out of proportion, which can pose quite a challenge. However, in this project, we

are instead searching for only qualitatively good results, and therefore these problems

have not yet been considered.
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3.3 Finite (linear) approximation

To approximate the exact solution of the model, we represent the solutions u and

v with a finite basis of compactly supported linear functions, which allows us to

integrate the system numerically. Since we wish the approximate solutions ũ and ṽ to

be linear on each triangular element, we choose this basis so that three basis functions

are supported on each element, representing linear interpolation of the solution. That

is, we define the functions

f1(x, y) =
1

2A

(
(b1c2 − c1b2) + (b2 − c2)x+ (c1 − b1)y

)
(10)

f2(x, y) =
1

2A

(
(c1a2 − a1c2) + (c2 − a2)x+ (a1 − c1)y

)
(11)

f3(x, y) =
1

2A

(
(a1b2 − b1a2) + (a2 − b2)x+ (b1 − a1)y

)
(12)

on each element, where a = (a1, a2), b = (b1, b2), and c = (c1, c2) are the three

element vertices and A is the element area. Note that these satisfy the condition

that if dj is one of the vertices a, b, or c, then fi(dj) = δi,j, the Kronecker Delta

function. Furthermore,
∑3

i=1 fi = 1 as desired. Therefore, on each element e, we use

the approximate linear solutions

ũe =
3∑
i=1

fi(x, y)ui and ṽe =
3∑
j=1

fj(x, y)vj,
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where ui and vi is the value of u and v at node i. Generalizing to the entire domain,

and with a slight abuse of notation, we use the global approximations

ũ =
n∑
e=1

3∑
i=1

fe,i(x, y)ue,i (13)

ṽ =
n∑
e=1

3∑
j=1

fe,j(x, y)ve,j, (14)

where fe,i is the function fi local to element e, ue,i is the value of u at node i on element

e, and n is the total number of elements. 3 We then substitute these approximate

solutions for u and v in Equations (8) and (9) as defined in Section 3.1.

Recall from Section 3.1 that w ranges over a finite-dimensional family of functions

defined on the domain. Here, we use

w =
n∑
e=1


fe,1(x, y)

fe,2(x, y)

fe,3(x, y)

 , (15)

with the same notation as in Equations (13) and (14).

Integrating in both spatial dimensions (not time) then gives us the following linear

3It is important to note that there is some overlap here, that is, there will be many integers i 6= j
or elements e 6= f such that the element-node pair (e, i) and (f, j) refer to the same node. This is
because many elements may share the same vertices.
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system of ordinary differential equations:4

[M ] [v̇]t = [Kv] [v]t − ρ [M ]

[
v

(
1− v + u

κ

)]t
− β [M ] [u]t (16)

[M ] [u̇]t = [Ku] [u]t + β [M ] [u]t . (17)

For a full derivation of this system, see Appendix B.

3.4 Linear solution

Now that we have converted the system defined in Section 2 to a system of ordinary

differential equations, we can find a solution using any number of ODE methods. In

this case, we use the backward Euler method. As explained in Section 5, a linear

model of tissue deformation is not considered inaccurate (as shown in [13]), but

this simplified model is used here for simplicity while a more complex model is in

development. The resulting linear system is solved on a computer with the aid of

LAPACK [2]. All other computations and preprocessing were performed with Fortran

90. As mentioned in Section 3.2, mesh generation and visualization were performed

with the aid of Triangle [18]. Due to the banded nature of the shape and stiffness

matrices, this system can be solved relatively quickly.

4Note that arithmetic operations are performed elementwise in Equation (16).
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4 Results

The model begins with a tumor ‘seed,’ a small (∼ 10−2 in2) area of the domain where

the density of tumor cells is set very high (to carrying capacity). The tumor then

grows and invades according to the reaction-diffusion equations defined in Section 2.

At each timestep, the number of tumor cells as well as the gradient of cells density

is calculated at every node. We then calculate the resulting force at each node, in

proportion to the number of cells at each node, and in the direction of that gradient.

These force vectors are then treated as the initial conditions of the elasticity problem

defined in Section 2.1, which gives the strain at each node. The nodes are then moved

accordingly, and then the domain is remeshed. If desired, the output is saved as an

image file. The model is usually run with a timestep of one day and for a duration

of 10-14 months.

Although numerical convergence of our results was not tested, we were successful

in producing results that compared qualitatively with MRI images. Specifically, char-

acteristic behavior such as collapse of the ventricles and bending of the falx cerebri

was predicted and was similar to observed data. Figure 3 is a sample output of the

model.

Even though the model was not designed to imitate this particular patient case,

notice that they share many qualitative similarities. Most notably, the left ventricle

has been pushed up and to the left, while the right ventricle has almost completely

collapsed. In addition, notice that the lower right lobe has been pushed out of shape,

and the membrane dividing the left and right hemispheres (the falx) has been bowed
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Figure 13. Actual and simulated course of therapy.  Ten simulations are run with the results averaged in 
space (the same set of resection cavities is used for all simulations).  The left column of panels gives the 
tumor at diagnosis and the two recurrent tumors.  The right column displays the simulated resection cavity 
and the actual resection cavity at two different times following surgery.  Two cavities are included to show 
how the cavities are deformed following surgery.  The first is the cavity immediately following resection, 
and the second is the cavity at some later time when significant deformation has occurred. This forces a 
compromise to be made when choosing a simulated cavity as the form must be fit as close as possible, 
while at the same time an equivalent amount of tumor tissue should be removed.  In addition, the cavity 
present when the tumor is recurring does not have the same form as it did following surgery.  This 
highlights the inherent difficulty in using a static brain geometry.  The bottom subfigure gives the final 
simulated and real tumors.
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Figure 3: Sample model output.

slightly to the left. All of this is due to the pressure from the expanding tumor, and

this behavior has been captured in the tumor model.
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This model is still far from a quantitatively accurate predictor of glioma devel-

opment, but initial results appear promising. Specifically, the model of tumor mass-

effect used here is not tied to any single model of tumor growth, and therefore a

different model of tumor development can be used if it is observed to produce more

accurate results. For a discussion of future work and other improvements that may

be integrated into this model, see Section 5.

5 Remarks

As stated in Section 2, the model implemented here is only an initial approximation

of tumor behavior. In order to model the behavior of gliomas with more accuracy, it

is necessary to account for a multitude of other factors. Future areas of improvement

include, but are definitely not limited to, the dramatic importance of vascular de-

velopment, the various growth factors that motivate the growth and development of

tumor cells and associated vasculature, the tumor’s interaction with and subsequent

degradation of the extracellular matrix (ECM), the effects of growth, migration and

death due to crowding, and the effects of chemotherapy, radiotherapy, and other forms

of treatment.

Perhaps the most important area for development is to model the mass-effect that

occurs due to brain surgery, most importantly the resection of a developing tumor.

First of all, since the effects of gravity are not considered in the current model of tumor

mass-effect, we must develop a method of modeling the collapse of the resection cavity

after surgery. Furthermore, due to the fact that a linear model of tissue deformation
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has been shown to be inaccurate [13], a better model of brain deformation needs to

be implemented in general. Inaccuracy due to a simplified, linear model of cellular

deformation can be ignored, at least in early tumor development, because the extent

of the mass-effect is relatively small. However, after the resection of even a small

tumor, the patient’s brain experiences dramatic deformation in a very short time as

the resection cavity collapses. Therefore, we expect that a linear model of brain tissue

deformation will not provide an accurate method of modeling such an event.

Another potential area of improvement is tumor cell phenotype switch. For sim-

plicity, the model presented here treats this as a constant, yet it is believed that in

reality, phenotype switch of tumor cells occurs stochastically as well as in response

to crowding and other factors. As the density of proliferating cells reaches carrying

capacity, we expect the rate of conversion to migrating cells to increase. As mentioned

in Section 2, the Go or Grow Hypothesis has been relatively common in macro-level

models of tumor development since 1997, but the assumption that growth and mi-

gration in tumor cells is mutually exclusive is not universally accepted. Nevertheless,

models such as [7] have achieved numerically accurate results with a stochastic model

of phenotype change. Either way, this aspect of our model is in need of investigation.

Finally, it is expected that a finer mesh will increase resolution and hence accuracy.

We have developed a much more detailed domain, yet the code we have written to

calculate the finite element solution cannot yet be run on parallel processors (is not yet

MPI-aware). A version of this code is under development, which will make it possible

to calculate a better-resolution numerical solution where numerical convergence of

our results can be tested.
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Appendices

A Physical Parameters

Parameter Value Description Units Source
EWM 0.29008 Young’s modulus of white matter lb/in2 [8] p.6903
νWM 0.45000 Poisson’s ratio of white matter None [8] p.6903
EGM 0.36260 Young’s modulus of grey matter lb/in2 [8] p.6903
νGM 0.48500 Poisson’s ratio of grey matter None [14] p.404
ECSF 0.07250 Young’s modulus of spinal fluid lb/in2 [8] p.6903
νCSF 0.48900 Poisson’s ratio of spinal fluid None [17] p.45
EFalx 14.5040 Young’s modulus of falx lb/in2 [10] p.581
νFalx 0.50000 Poisson’s ratio of falx None Inc. a

EGBM 0.08363 Young’s modulus of tumor lb/in2 Exp. b

νGBM 0.48500 Poisson’s ratio of tumor None [14] p.404
Dv,WM 3.10× 10−6 Diff. of proliferating cells in WM in2/day [7] p.16
Dv,GM 6.20× 10−7 Diff. of proliferating cells in GM in2/day [7] p.16
Dv,CSF 1.55× 10−7 Diff. of proliferating cells in CSF in2/day [7] p.16
Du,WM 1.55× 10−4 Diff. of migrating cells in WM in2/day [7] p.16
Du,GM 3.10× 10−5 Diff. of migrating cells in GM in2/day [7] p.16
Du,CSF 1.55× 10−7 Diff. of migrating cells in CSF in2/day [7] p.16
ρ 0.200 Growth rate of of proliferating cells 1/day [7] p.16
κ 6.45× 106 Glioma carrying capacity cells/in2 [7] p.16
β 10−4 Rate of phenotype switch 1/in2 [7] p.16

aWe assume that this tissue is incompressible
bThis parameter is experimentally approximated using numerical results.
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B Derivation of Stiffness and Shape Matrices

As summarized in Sections 3.1 and 3.3, we have the following weak formulation of a
system of partial differential equations, which we hope to solve for u and v∫

Ω

w
∂v

∂t
dΩ = Dv

∫
Ω

(
∂w

∂x

∂v

∂x
+
∂w

∂y

∂v

∂y

)
dΩ

+ ρ

∫
Ω

wv

(
1− u+ v

κ

)
dΩ− β

∫
Ω

wu dΩ

∫
Ω

w
∂u

∂t
dΩ = Du

∫
Ω

(
∂w

∂x

∂u

∂x
+
∂w

∂y

∂u

∂y

)
dΩ + β

∫
Ω

wu dΩ.

Recall that w can be any function that satisfies the same boundary conditions as
u and v, namely, u = v = ∂u

∂n
= ∂v

∂n
= 0. To integrate this system numerically,

we represent the exact solutions u and v with respect to a finite basis of compactly
supported linear functions.

We begin by restricting our attention to a single triangular element Ωe, and later
we will generalize to the entire domain. We choose these basis functions to represent
linear interpolation of the solution. That is, we define the three functions

f1(x, y) =
1

2A
((b1c2 − c1b2) + (b2 − c2)x+ (c1 − b1)y)

f2(x, y) =
1

2A
((c1a2 − a1c2) + (c2 − a2)x+ (a1 − c1)y)

f3(x, y) =
1

2A
((a1b2 − b1a2) + (a2 − b2)x+ (b1 − a1)y)

that are only supported in Ωe, where a = (a1, a2), b = (b1, b2), and c = (c1, c2) are the
three element vertices and A is the element area.

Note that these satisfy the condition that if dj is one of the vertices of Ωe, then
fi(dj) = δi,j, the Kronecker Delta function. Furthermore,

∑3
i=1 fi = 1 as desired. 5

Therefore, we use the approximate linear solutions

ũ =
3∑
i=1

fi(x, y)ui and ṽ =
3∑
j=1

fj(x, y)vj,

5This is easy to check, due to the fact that A = 1
2 det

1 a1 a2

1 b1 b2

1 c1 c2

.
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where ui and vi is the value of u and v at node i. More simply,

ũ =
(
f1 f2 f3

)u1

u2

u3


ṽ =

(
f1 f2 f3

)v1

v2

v3

 .

We then substitute these equations into the above defined system. For the function
w, we use the three shape functions as the three test functions, which are necessary
to solve for three unknowns. That is,

w =

f1

f2

f3

 .

Substituting these equations into our original system, we get the following system
of integrals:

Z
Ωe

0@f1f2
f3

1A0@v̇1
v̇2
v̇3

1A dΩe = Dv

Z
Ωe

0BB@
0BB@
∂f1
∂x
∂f2
∂x
∂f3
∂x

1CCA“ ∂f1∂x ∂f2
∂x

∂f3
∂x

”0@v1
v2
v3

1A +

0BB@
∂f1
∂y
∂f2
∂y
∂f3
∂y

1CCA“ ∂f1∂y ∂f2
∂y

∂f3
∂y

”0@v1
v2
v3

1A
1CCA dΩe

+ ρ

Z
Ωe

0@f1f2
f3

1A`f1 f2 f3
´0@v1

v2
v3

1A
0BB@1−

`
f1 f2 f3

´0BB@
u1+v1
κ

u2+v2
κ

u3+v3
κ

1CCA
1CCA dΩe

− β

Z
Ωe

0@f1f2
f3

1A`f1 f2 f3
´0@u1

u2
u3

1A dΩe

Z
Ωe

0@f1f2
f3

1A0@u̇1
u̇2
u̇3

1A dΩe = Du

Z
Ωe

0BB@
0BB@
∂f1
∂x
∂f2
∂x
∂f3
∂x

1CCA“ ∂f1∂x ∂f2
∂x

∂f3
∂x

”0@u1
u2
u3

1A +

0BB@
∂f1
∂y
∂f2
∂y
∂f3
∂y

1CCA“ ∂f1∂y ∂f2
∂y

∂f3
∂y

”0@u1
u2
u3

1A
1CCA dΩe

+ β

Z
Ωe

0@f1f2
f3

1A`f1 f2 f3
´0@u1

u2
u3

1A dΩe.

Simplifying somewhat, we get the linear system

[Me] [v̇]t = Dv [Ke] [v]t − ρ [Me]

[
v

(
1− v + u

κ

)]t
− β [Me] [u]t

[Me] [u̇]t = Du [Ke] [u]t + β [Me] [u]t ,
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where the matrices are defined as

[Me] =

∫ f1f1 f1f2 f1f3

f2f1 f2f2 f2f3

f3f1 f3f2 f3f3


[Ke] =

∫  (∂f1

∂x
)2 + (∂f1

∂y
)2 ∂f1

∂x
∂f2

∂x
+ ∂f1

∂y
∂f2

∂y
∂f1

∂x
∂f3

∂x
+ ∂f1

∂y
∂f3

∂y
∂f2

∂x
∂f1

∂x
+ ∂f2

∂y
∂f1

∂y
(∂f2

∂x
)2 + (∂f2

∂y
)2 ∂f2

∂x
∂f3

∂x
+ ∂f2

∂y
∂f3

∂y
∂f3

∂x
∂f1

∂x
+ ∂f3

∂y
∂f1

∂y
∂f3

∂x
∂f2

∂x
+ ∂f3

∂y
∂f2

∂y
(∂f3

∂x
)2 + (∂f3

∂y
)2

 .

It is not hard to calculate, with a little simple calculus, the explicit forms of these
matrices, in terms of a, b, and c. Generalizing to the entire domain, we construct
Equations (16) and (17), where the entire shape and stiffness matrices [M ] and [K]
are given by

[M ] =
n∑
e=1

[Me]

[K] =
n∑
e=1

[Ke] .

Note that addition is performed by adding the entries of each matrix corresponding to
the same node. For a more thorough explanation and excellent examples, see [9, 11].
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